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A, FATE IR E T —FhE A [ 3 A2 AR S e B v . BT R
Mk (NeRF) R, AT 2T ATEA R S5 W EE 3 1Y 377 500k ik
SR AL (BRDF) o K5 AT RAKESF > 3 1284 5 T HA AURTRHY)
RWIA 5, AT R DA R0 B ey > B A2 ¥ . ARG AR ME SR T
PRSI Il TR B AR, SR B A M As e, QRRE. 22 .
WEE . RATMERAME D TR EN 2N, s T HAET B ETE S
HFEISERR N BB 11, FATHELttps: / /github.com /astra-vision/BRDF Transform | &
T HATH IR L IA K IRATHY A i/ BSR4 .


https://github.com/astra-vision/BRDFTransform

1. 515

TETH AN 2 A e, 308 a8 G2 FE B RHE BT ARV 3 2548 T S0
TS (WS JEHR MRLEE) () X4 . BRI R FRTER KRR EIUR TREmMET
WHTE Y (PBR) $0R , (B ny TAERM, X PRI RR AT AZS G0 H] [JLX*23],
MIMERE PBR Fs i v] dmis P AN 3 07 DA S s 2 R ) R G M

LR RN, FEEeARH (AnyR b — )2 TEE) AR E U A BRI
FEG TSI A EE KA. BET, it REI A4 517 PBR R TR E
TEIrRs RS N ekt Tl BB H PR E 2, WA, KA, JHE.
RS, X —I R e B )y FEX I T AR, IATETEMN S 5 22> BRDF
AR FFRE LY T R 3 5%

B FATA [ — A S AE PR R S R R UES , Bl aa Faas, 34T
PR T —Fhep DA RS 0 ¥k . AR AT DR AR 6 5 T FR AU B 8
Ti— 5. EAEIRATRENE TUIZ 37 S AE X AP RSCR TR AMIE, AT A 5k A% i3 A
RS

Bl 1 ULER TR A AT Skt (ZaM) i) B LR ARV R B, IRl 5 B
T (CHM), it E Mt 2B n . MEeAR Bk, FRATH M T X5 5
TAER GRS (B, JEE) A0 TS - siE i g a i, a7
REFEAN [FPDE IR SRR o FRATTHEE A T TensoIR AIfiEAE NeRF FRoR [JLX*23],
BRI BN . JUA S50k BRDF, [6 5| ABASE A0 S . B, &
15284 5103 5% BRDF &b ERIG L, HEHAZ 2L (MLP) el
A, HIR, FATER T TensolR B—ANRBRYE, Wom BT = SO A RIS %
W, HHEH TRk eI R, % R A LA THCRDRE B A, R ER
FeRE R, iR, IRATHIEZE RVF sk — R 525, RIS T AN H T-#1
5, (ARSI R . FATHER S Hr 8RS Lo 73RN A TERE: — 1R
H—RY) B & G S ) G EHRE R — DN HA R R R A (B, TR,
oam . THERS) MESSH RO . XN EERE L, RO A T B
AR AT T A B AT AT

2. RIRILAE

W E G R IAAAER M0, Sl B o 2 S 3 (A B T 5 1 7 1 2% B
[MST*20]. 45 WA RLRIAR A AR — AR, A2 A E I EE AR
AR AR o X FOVF (T A B A DR T & it VP2 TAREY & 1 X Al
Tk, PAEES]— AN AR, R APRME B S IR . SRR, SR AEER
MECHRYMRL, SEOE AR GEN LA S D 7 VA B 2 R 4



NeRF 1) BRDF ffiit. NeRD [BBJ *21] }&5—MEAZII G H AT
5t BRDF fifbiyrik. Jask, 40 NeRV [SDZ *21] F1 IndiSG [ZSH *22] KI5k
FIAT figde B RS EEO R M 5. Bk S (SG) B8 iz T myiE e
TG IR [ZLW* 21, ZSH*22, JLX*23,ZXY* 23], BiJ57E NelLF/++ [YZL22,
ZYL23], NeRO [LWL23] 1 TensoSDF [LWZW24] Ha| A T a3, DA I
FOREBOCK X EEIR, AL ASEH TORTR e i T RS B B A i B
WM H . Bilfn, RefNeRF [VHM22] i A K i mZaid (IDE), NeAl [ZZW24] ffi
LRI ) 4mf% (ILE) , SpecNeRF [MAT24] i i w7 1 4wt X LEARALTTIA
£, 5 Factored-NeuS [FSV23] il NeRO [LWL23] S E g k%L (SDF) 254
), DASRMESERR R LA, fift, NeP [WHZL24] fd i b 4542 't ek $iok 78
BEASHE. 5RA4 7 BRDF [#HA 74 F, NeRFactor [ZSD* 21] i 15 5¢
M MERL #ffi4k [MPBMO3] 2% >) HACE A BRDF i e R i AR SRS 7714
FIR, ENVIDR [LCL23] #EA MU R4 b2% 3 X el . NVDiffrec/-MC [MHS22,
HHM22] AL M4% S AP RSy SVBRDE B4t

AEASFAACTT ML FATAY 73, TensolR [JLX* 23] R 5K & H 1
WG AEZ MOC IR 22 o ARGTEE 23 2 RAEHT SGs RIAME RO, MFRAT]
RFZRR . NeRO [LWL*23] SR A [ REIRIIE, BTSSRy iy
BOmE. B, FATEATE Ry R R Do v S AR A i — A3

MBI AR, BAAEZ YR E T BRDE 56 R8T R R, T3
AR, FATEEA F- B TA R £E tvBRDF [SSRO7] Hr, VR4 i
TR, T EAR S AR R EE T AR, AR KR . A . S —
FMFLAE IR T T 70 MAS R B NeRE Hf . X AU StyleNeRF [LZC 23],
LAENeRF [RSKS24] 5 iNeRF2NeRF [HTE23], X2 THRM. BH LM
TTMREERR TS5, WFE NeRFanalogies [FLNP 24] #1, ¥£ Climate-NeRF [LLF*
23], ARFCREGEA R S, (HAZ Y AL

Wi EJdE S . RATA R BRDF R8dRELE [GTRO6] H5] A, HA WEAL
R . MATIES T —Le il BRI SRR3R, s T WA I Ta) A s ]
SN BRDE . Gl 08 ) e i SE PR LA R BT AR, (HAPRMRFRA AL -
ReNe [TMS*23] £ T —417E 40 > SOGHAE TR 20 DSEIL SR .
Objects-with-Lighting [UAS24] 5| AT 8 MMATE 3 DAL Bk, H4fk T4
W EEhAiE (HDR) M58 .
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3.1. LS

FRElE 2 p RS, KIS IR so TS, K s K
PR IR T 3772, 15 50 = T (so). UGN, T WEERM b—2uhE. —L
AR BRI FPOKREMER . TR, s WHEES so ARIMIER Tz, 3
IR E R AL so F s Z IR AR R RPRHAE S, DAGEFRAT AT DR X RO L7221
ZiIRZ/p A

FefTA BRDF It ft, WHEMAHMYL, 5 s MEA AR EN: 8 =
(p,7) € RY KAE, Hrr p REIEAR (RGB) A1 r ZHIKEE . HA1 A B an

Y%t so 2%
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il a i i - S - -
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B 20 FRATTHE B A « FRATTAHY 73 AR B R — S e AP AS R AA L (Bo, B1)
THIOUEE, 351 so Al sie AR B 2 Bo BIEREL. AT 1A — A EK
AR —ABHREL F, R AR 58 A (ZE3) « B — 1D H
5t s, ATFETEHIUMAIA BRI A 2A S AR e ek 8 () DA AE YR 5t
(50, 51) HOMRELENPAAH I RCR -

RARFA g, SR HARE M Bo BAMAEEU, FEIR 51 HAME bis
TATR BT — DR F, AR Bo A1 61 Z BB AR FIBL T, DA
i FalANH THR, e 2 () Fis.

3.2. PR

FATH AL ST TensolR [JLX23], AGJFH TensoRF [CXG22], DA%~
WM. IEME I, AR RGEIEMATATS . fEIERR il
WRENAHEKR G, MIMNLTKE G, KI5, Wadd, WM RER
MLP 144> 3D i o BZRIHTAL n FIAPRUEYE 8, FHirde IRk i i) AR vE g
ZM. BT F A MER-—JEIRF PR, B TensolR WS HFHEA [ I Xt
MR Z WS XML T, Eit—2 W LA A C s SMILF
ik ao, HH o RFDCHEM (REONIER) . Hit, Smha i o )it E
LA A :



n="Dn(ta), B=Ds(@), ca=De(aa) (1)

Hr ao 2B TEHARF SR, ¢ 2RRBE (ARG TensoREF 24
). TensolR 20N, AR o WETOEL ABTERMETT, 2R
Crr(z,d), Bl ETWBAESR, BN Crpr(z, d) - PIEEHZ% RRITE .

3.3. %3 bHRHEH

st 3.1 A5k, JATEFEFET F, K395 so 19 BRDF 24 B BRI EIHAL
BRI s By, AHIT s J0K 2 B, FATREeR 3k -

fa = Bola = 0] + F (bo) [a = 1] (2

Forft [o] & Tverson 55, F AN MLP W%, 5 5MLAIR
KRB EIRING . X o B MR, RRRATRA R (1)
o =0) ERHABIA (B a=1). BRBHAR, RAE so s FRATIE,
NP BT AMEFT

~—

3.4. Jefbil

TensoIR HJRPRIE. FATWE R J5idh TensolR HEZYE B (IRLKE EE Y 7 (1]
3) WPAEAERIME, AT RAOCI R 2 X EE . RITEERD], N TR
R R A, SEUCR B SN A . M2 REEARBUOE R R A
IR XHERLRE FE Y AR B B DR T
N T RGBT SRiPaf T B R A, FRATTHR T — Rl 25, £
%7 NeRO [LWL*23] fYAEIE. FATRE TensolR AR, OB MALEE
PR, HE A NeRO B &Y STHDERAE . XA, FNTZm TX MRk, H
(SIS URIATI



Render :

Roughness Envmag

GT

TensolR

 3: TensolR FEYEIH M . FRATMELE] TensolR &l 1 MLRE B H-~F-38 T4k
TR
AN MMZ T ) d {EYe S « i

Cppr(z,d) = / L(w, z) fr(w,d)(w - n)dw, (3)

Q

; reduce-grad Volume rendering

B4 Jeflivt. JADRMMA LR [LWL* 23], 73 S E AR HO LR .
TEM A b, 0 R W R T 34 T OGRS RS i B R R TR A
FRERUPPDEIR ¢ [JX*23]. AT #RIELILIE, AT T A (7 n
it b)) MpsEERE. JRANEZES 0 = 1— v, IDE ZERy Y [VEM* 22],
ifi PE 207 B4hs [MST*20].

Horp Q ZRUFERK, L Z2NITH w 7E x ZptssfE. X B, BRDF f. hitkE
¥ B = (p,r) B8k, FATRA [CTS2) By R HRa



p DFG
fr(w,d) = -t Hw-n)d-n)’ (4)

Hr D, F Ml G R0, SJERE R U I . s n, I8 T
XEAREZE. FATHENE NeRO [LWL*23] FAEGE 2 1A 1 4 2EF05K AR ik
ol [Kar13]. #l4r)g, BAHN:

CPBR(:Ea d) - pgdiff + Mspecgspec (5)

N EI:I
Caigr = / L(w,z)D(n,1)dw, lspec = / L(w,x)D(t,r)dw (6)

Q Q
Al
DFG
M p—

spec /S; 4(d . n) dw (7)

XL, ¢RI RMTAL n BRI e R, Mapee PIPATSEITERE, HN
BT Lo BUY Lag T bopee  (HRIT L) FFAERETRVTE

Heflivte FATHN] Ref-NeRF [VHM22] (M7 M4l (IDE) ARHBI 5
Mo KT NeRO [LWL23], FRATH A MLP Kirfth L, 73508 gaw MTHHE
M ginare AT (BN, [ESIR) o TR SR G UL ICE
FATPIFBAER A BLA R PIAE MLP g, A G AT RER AL (L. X i id il
FOEBAMHHRAZ] g F AR IDE SRS, BB R iE Je5Ua Y stk 24
B, JeERIAS



B 5 AEdRE. FORR—AIAFKSE ke {i,. . viid}. TR
NEIR S, B REAT RN B G RAR T;, 5 € {1, ... 4} 35t

Beethoven Schubert

&

B 6: FESCHERERAE . ARG E e a TR & o R )2
(MZF5. K. &ake. HIE. TUksgh. OfF) s0EREE (LR 240
ok

Caist =gair (IDE(n, 1), €a,dir)
gspec =V¢Jdir (IDE(t7 T’), ea,dir) (8)
+ (1 - Ut) Gindir (IDE(tv ’l“), z, ea, indir )

ST BN Lopec , v RITHT t 7R LT AP IEATE LB BRFRAT 1 AT WA o



A 4 R TR RO IRAE AR . XH, BRI e g Mzt
F, DA i B s R (R IR

4. S8

4.1. L85k

LT EGPIIT BRDF BRRHRLE, RAOTE TR — D Ek
1, BAHEX Blender Fdy; —MNHELH, ITEAFMRAME T RRER . W
RIS AT, ST AR S S A i T LS AR S e, FRAT T
WHAIMEE [JLX*23], (OE & WA Bl € B EVEEI R Bt # L.

B FATHG T/ AR HIT R 3D B, 5% Blender PBR {H
QEH . BRI AR BT SR, AR AT SAR I K/ FRATTHE Blender
BT T — AR Al T € {Th, ..., To}, ARG ES AR ITa bk
XERATREBE RIS F 2R o (00 Tofe, 10 SEa28i) FR A AL,
#E NeRFactor [ZSD*21] MR R AR, HATAEHIEYE 100/20 A
2/ ML . BAREIARATER 5 i, BoR TEra s G mize . 2k,
FAI e LRI AN R Y A AL H8k

o TE “JRIRT b, MEHELS PBR R}

e Tyv:r'=0H p B prYy 30% 1y HSV fi;
e Th:r"=0H p=05p+0.5ppe4 ;

e Ty:r'=1H g =0.2p+ 0.80snd ;

o Ty:r'=r H o BA p A,
HH poana Fl prea AT E LB PR RGB Bt . BEIAPISLH) AR 22 L
[Py, (EFRATHR IR FRATTAY AL H 1k 45 42 32 100 3 S 1 S A% o iy 40 it il A
SR WE (Th). Friegsm (Ty). B4 (T3). 2 (Ty).

LA AR . BATIER T /AR B BEE (R 10 JEKE, LR 6) I
PR T eI FATEPFA R & T eI B2 e
IREARSMIL, ARG RAE A ARG BNt B AREEGER. 56
IR, A SR RS & S EOR M B AL EEES PR XS 7 I8 A
HENTTIEM FE A LR a3 AT DAE i & T 1Bt AL e & R B 1
a0 [TMS*23] 7R, (2L M R A B A e . M, a7 B,
FeA150 T SRR FI AL fE ) PR AR ) COLMAP [SF16, SZPF16], 285 i HI A4
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Bl (ICP) BYEMTHPIANES SRS 2 Z A WA SRR B o RF 235 SR R B T4
WAV S ERIME— 2% B . AT AR IRATIES =5 5, it
FATVEE I rembg [Gat20] FF-Bl4 1 A TEA I 5517 .«

Wk, RATERGHR UL, KA so Al sy R FEL. Irf A
#imttib. BB EER A CRIRA e MR T T BEHY = L
W2 S B AR R B, FRAT R FTARARATVIZW MLP 418 F(B), WK 2 4
BT 7 o

2. BT SEMBEATAES 3 TR I, FATRA S TensolR [JLX*23]
FHIF B B AR FRALAR Y . & e 2R/ANH T2 DGR, AT ZILFEE T
A o MERGEE, FIAUE so Fl s1 WTREXERSA AR E IR 214 Tk
5 TensoIR —#f, FATH A —WOELATIERAG T AT WD v, (A2 RAEER ST
%, W2RHE R gnar MLP RAGTTERS 7 a5 B . e Rk i,
reduce-grad pRECLERREE L 1072 (AR, DA HXS M ARsemy . f T2
SIAR YRR F BSR4/ MLP, B — N R)Z, 4R 256,

FL . PRI, AR TERGHMRAE 223 k. B, RAIVSHEKS
FTIMNIA BEAR e s K S 2k

HoE, FAERES] TensolR [JLX*23] W PAE LR D BIHIAM a0 BN aq
eI MR E T APRHNAE S o SR, SRR TN, H9E, ao ANATIRRE, PINE
WA SIUA. MRRDERRA R85 B HIR, KD ResE 2815 5o/ R I
PR A 30 S5 (R AN URARALE K g T AN [R] i A 25 1]

P, FRATERE TR ok & — A P . 3015 Jeo BIFE R 16
5t so AR 51 BaFATUNZR. ARG, BATE S ERAEBIRI N 50 L Al
BRDF. {JI|Z—4 MLP BiZilsk22> Wizl BRDF 2 [RIBLST . 55, 165 IR 3
THIAS s, DAMERHAPEIA 8 WpE] F(8). FeATRIUR I sl b 5 e )5
1f TensoIR #< & [JLX23] PARAEPIA Il ()38 [n{E e /s . NeRO [LWL23] 1]
#t 3D Hilr (RG3D) [GGL*23] F. i TR L Fi T 8o 4 sy, ik
A, EAEOLACFI BT E A B R A A, DA AR AR R %

4.2, FHEgR

2] BRDF #8%. 7635 1 o, AR T84 8 T () BRDF #8458, -
YT G L, eI A EBCFE . O TR EATRY AR R S RS
fE, BAMEIRLN-FYMRE (MAE) (L) A PSNR(T), SSIM(T), PAK



Teansfer | Method %ﬁgf** Albedo Render
PSNR; | SSIM 4+ | LPIPS | | PSNR4

NeRO 7.726 16.03 0.676 0.254 20.40

TensolR 10.92 17.82 0.722 0.262 21.04

Ty R3DG 11.41 11.57 0.610 0.223 26.12
ours 6.750 19.80 0.781 0.195 21.95

NeRO 7.726 16.54 0.693 0.242 21.47

T TensolR 10.92 16.66 0.688 0.251 20.02
T R3DG 11.41 12.44 0.635 0.219 27.36
ours 6.750 18.62 0.770 0.199 22.44

NeRO 7.726 16.21 0.690 0.248 24.00

T TensolR 10.92 16.90 0.697 0.293 23.72
T R3DG 11.41 12.79 0.656 0.217 31.45
ours 6.750 19.81 0.787 0.197 29.76

NeRO 7.726 15.43 0.662 0.263 22.60

TensolR 10.92 17.52 0.696 0.273 22.61

T, R3DG 11.41 13.26 0.668 0.217 29.12
ours 6.750 18.88 0.766 0.203 26.88

NeRO 7.726 16.05 0.680 0.252 22.12

mean | TensolR 10.92 17.23 0.701 0.270 21.85
mean R3DG 11.41 12.52 0.642 0.219 28.51
ours 6.750 19.28 0.776 0.199 25.26

o REGIMARIC K .

F 1 PSS VAl . BN TR 3 SRS Jr I R AR A AT A K

10

P LR BT, AEDAR B XTI E A A TR AL . FRATT 28 e R B AR AR
etk

Roughness Albedo

original

o=20

s

transformed
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Kl 8: ARl E . FAVEIRIGS S H AR 52 WA E BRDF 240, 4f
XA o € [0,1] fE.

LPIPS (1) MIFMiTm s i, S 7 oefdt, JATEM A 7 Hrob i & i iE
¢ PSNR(1). RHPRIGEREM, FATRITEREF-ATTAEM R, BR TE
S ~] T BRDF A A . SRR, T R3DG BAH mREENTE
e, RAEXAARMER I R (R&. IR AR, X RV SOt e 2148
R B FIR A E PESE R s AE IR 14 AP 15 b, /R T U3 5 = Fp A
oo JEHE R T RATIERIUENE, 74 T HSERIEY, TR 50 % (RL.
PR, HMRERE) o FEIR 8w, AT R TR 2 AVFERR (o = 0)
Fi2g 2] B)A 4 BRDF (o = 1) Z [T E, RIEAK (2).

BeAh, FAFRAL TR R AR RN, ANl 9 B, 4Rt AR
JER AT BRI, RIS R R )

N eR__O Tensu_IR R3IDG

=
=)
5 £ 2
W 101810, 34 1036 10,53 1037 279 1054 961 SEEER
= e
o e 3
= LT EE 1T 22 1046 TR LA 1 s 1Y
7l s
=
= 152
'% - 10:0% 1111 10740 10,08 1062 10,30 10 28 10,58 BR
£ .- s
2 - 0% 40.5800,97 10,67 1654 0.7 10 22 104
~1ng
16019 10,81 10,32 10,82 10500 10,58 1613 1001 $0)
i
084 1159 1059 1004 1827 1162 L1 a8 118
Sl
= o
- i 1098 19.82 10:94 1111 1000/ 10.77 LAY 1078 E8
it AT HE11.95 11907136
o
=
g -HEA2 1084 00 3T 040 10 TE 08 EL0T 10
E ¥ “to i 1104 3090 (pina 1107 1466 11 27 11 %
=0

Albedo (PSNR) for Ty

K 9: ARl BRDF #£F5PERE. FRATHMLA I PSNR (1) W#ARE, H
T OKF) fBAR (EE) 5. XMMLFRER-—5 LV H BRDF 48t
B PERE . EARTEENE, FRs RS A (s, %), T PAULZ B 205 i
B (B LA 5), T TensolR RISFAE2E>] s W5 L T BHBE THRME. REHA
HEPELAE S (Z03R 1), R3DG 7RSI 57 s E| 7 HRME, mIRATH
Dy AL S HpER A T T B4



reference

input output reference input  output

B 10 BT Fon BB R B AR A T S R B InstructPix2Pix [BHE23],
AT RGN PRI TARR 1 e LR MO T — S
BB R AN, AR B AR RE, XA 2.

Apte, BN st A s (S 5 DMESE ), M sV 2SI BAE T A 2 - Fedile
XFF TensoIR FIZSH: Tso QN 1 fiz, R3DG FEIEH 70 S IR AT TS F 1 IRV
T BAT T YA L i A S B ol 1 Birfy B2k

5 121 BRI 1A, FRATER 10 s fit T — 2L iR 5 SR 1A
BB (121) B InstructPix2Pix [BHE23] BISER . 4ERFR T HEEAR
W RIBR I, XL ROARTG 2 T A S H H IR H R Se e il Besth, fthiae L
fif EA—EL

4.3. {HRESE

FATHES 4.2 70 & SR LIRS Ao, B mT A b T S R
@M. SZET—FkE, TR SRR LR & R Fabr . FExX B, A1
BAMRBA T EMA R “SEBBAL; “w/o reduce-grad” FLIFHR EFENG AR HR A
A _ESRENIARHEATIE ;. “W/0 gain s Ginaie 7 MBRIEHR MLP H-fif F Bk =5 B A0
SYIERFERFRIGIE (41 TensoIR H); “w/o joint optim.” XfF 43 2% > P4
WEFRIFMA MLP DA F; “w/o transfer” ERFRR, THEEIAHR so 1Y
G5 s1 S HRGHITIR.

BRI FEREBE 05 m . 3R 2 v, FRATER TR R2E 2] 2 19 A8
FERS B H AR S BE ST B VAL . B AR FR s T LA T DA S TN S 1 R
AT R, AR, RIS 2SI a /T F RS,
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Normals Albedo Render
MAE, | PSNR; | SSIM 4 | LPIPS | | PSNR4
ours (full model) 6.750 19.80 0.781 0.195 21.95
— W/0 Gdir , Jindir 9.060 18.51 0.784 0.187 21.04
LI w/o joint optim. 11.14 17.75 0.714 0.264 20.50

% 20 HR R HAnY . WATE T, 7R F IV H T 5t s JE#-A T L&
. S5 5 00 A B LA Ty {550 s IS HERGHT IR

AR EFAL . FFFETE R4~ 211 BRDF A28y T [\ —37 5% (1A 2
Z R R ) BN R A R X ARG TR R 2R ST
BRDF 722y fiii . MSCInm S R RTER 3 o XRUITES sepi i) 2g > 22
PR A AFAL . BATHEES] “w/o transfer” ) MAE 4T, AL 2FE )R LR
Wi BN, SGEE AR s A S T

Ablations Normals Albedo Render
MAE, | PSNR; | SSIM 4 | LPIPS | | PSNR4
ours (full model) 7.164 21.40 | 0.805 0.187 30.51
— W/0 Gdir , Yindir 9.338 23.80 0.851 0.210 29.58
— w/o joint optim. 11.14 19.43 0.747 0.242 22.37
— w/o transfer 6.750 18.56 | 0.769 0.175 21.12

% 3 [Al—Ig st . AT EEATUL so A1 51 R3S A, FEIHAUA R BYZH
. FE “w/o joint optim.” | WG BIEAL, TG — 55 “w/o transfer”
ST EEMN so WAL AT .

reduce-grad MIRCR . 2R AEN T M4 (IDE) FTHRAMR, RAIEE
FIVELETRb . BRI RIS, St MLP W25 575 DU 3R T VA LA [
HERA A BGOSR I RE B . FRATATAZER 11 B9 “w/o reduce-grad” %)
PRI — & R (S ILLL oK) FEeH bl Tmimdn=y, meNize
—ASEAPIHIN R . IR R reduce-grad #AERFHEMIE, B IEELd A
FPEHIEES, HRBOEYSWE RIHEET Lo -

5 TensolR [ H# . TensolR [JLX*23] (i GRS 2 REE, XA
VIE GGG 3R . R, EIRE@BR SR, A By A A [ SR
W, I HBA X S ¢ W mts. BRI S BT A AR AL RS 1 T R
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Figure 1: Proposed method. We illustrate our approach for inferring unknown material transformations in complex scenes. From a set of
observations of a scene in two conditions: original and transformed, we leverage a joint Neural Radiance Field (NeRF) optimization to learn
a material mapping function F which models the observed changes at the material level accurately (e.g. the topmost transform on the left is
a red varnish). This learned function can be applied to new rarget scenes with different geometry and material properties (right).

Abstract

In this paper, we first propose a novel method for transferring material transformations across different scenes. Building on
disentangled Neural Radiance Field (NeRF) representations, our approach learns to map Bidirectional Reflectance Distribution
Functions (BRDF) from pairs of scenes observed in varying conditions, such as dry and wet. The learned transformations can
then be applied to unseen scenes with similar materials, therefore effectively rendering the transformation learned with an
arbitrary level of intensity. Extensive experiments on synthetic scenes and real-world objects validate the effectiveness of our
approach, showing that it can learn various transformations such as wetness, painting, coating, etc. Our results highlight not
only the versatility of our method but also its potential for practical applications in computer graphics. We publish our method
implementation, along with our synthetic/real datasets on https://github.com/astra-vision/BRDFTransform

1. Introduction

In computer graphics and vision, inverse rendering is key to extract-
ing material information and allowing re-rendering under novel
conditions (viewpoint, lighting, materials, etc.). While neural repre-
sentations have largely taken over the traditional Physically-Based
Rendering (PBR) techniques, recent works have demonstrated that
the two representations can be combined [JLX*23], thus preserv-
ing the editability and expressivity of PBR representations along
with the flexibility of neural representations.

When considering the appearance of a scene, certain transfor-
mations (such as applying a coat of varnish) can alter the ma-
terial properties significantly, causing the scene’s appearance to
change drastically. Currently, estimating the PBR characteristics of
a known material after such a transformation requires capturing the
scene again in the desired target condition. This process is both
complex and laborious due to the variety of possible transforma-
tions, such as wetness, dust, varnish, painting, etc. In this work, we
aim to learn a BRDF transformation from a source scene and apply
it to different scenes.
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Assuming we have paired observations of the same scene under
two different conditions, say original and varnished, we propose a
method to learn the transformation of materials. This transforma-
tion can then be applied to another scene composed of similar ma-
terials. This allows us to predict the appearance of that scene under
this effect, effectively transferring the material transformation.

Fig. 1 illustrates that several material transformations can be
learned from multiple pairs of scenes (left) and later applied on
novel scenes (right), whether synthetic or real. Technically, our
method relies on the joint optimization of a radiance field cor-
responding to a first scene captured in original and transformed
(e.g., varnished) conditions, possibly with varying lighting con-
ditions. We rely here on the disentangled NeRF representation
of TensoIR [JLX*23]—that optimizes appearance, geometry, and
parametric BRDF simultaneously—while introducing two novel
key components. First, we condition the transformed scene BRDF
on the original scene and approximate its transformation with a
Multi-Layer Perceptron (MLP). Second, we expose a limitation of
TensoIR showing it fails at decomposing highly reflective materi-
als and propose an improved light estimation scheme that better
estimates low roughness components while preserving high fre-
quencies in the illumination. As a result, our framework allows
capturing a collection of transformations which can then be ap-
plied on new scenes, while controlling the intensity of the trans-
formation. We demonstrate the performance of our method on two
new datasets: a synthetic dataset with a series of custom shader
transformations and a real-world dataset of figurines with vary-
ing material conditions (e.g., original, painted, varnished, ezc.). On
both datasets, our approach produces faithful transformations. Our
method and datasets will be released publicly.

2. Related work

Inverse rendering is a long-standing problem, it has gained interest
recently with the use of neural radiance fields [MST*20]. Given
a set of images of an object taken from different points of view,
the goal is to optimize an implicit volumetric model for opacity
and radiance. This allows synthesizing frames at novel viewpoints
using volume rendering. Many works have extended this approach
to learning a more explicit volume in which material information
is disentangled from light sources. This way, the scene can be relit
and the material manipulated, providing much more control over
conventional radiance-centered methods.

BRDF estimation in NeRF. NeRD [BBJ*21] is the first
method to perform BRDF optimization of a scene in an uncon-
trolled setting. Later, approaches such as NeRV [SDZ*21] and In-
diSG [ZSH*22] introduced solutions for self-occlusions and in-
direct light. Spherical Gaussians (SG) have been widely used for
modeling illumination in inverse rendering [ZLW*21, ZSH*22,
JLX*23,ZXY*23]. Implicit representations were subsequently in-
troduced in NeILF/++ [YZL*22,ZYL*23], NeRO [LWL*23] and
TensoSDF [LWZW24] to better represent high frequency illumina-
tion. For specular objects, some have proposed new forms of en-
codings to help supervise narrow specular lobes. For example, Ref-
NeRF [VHM™22] uses the Integrated Directional Encoding (IDE),
NeAl [ZZW*24] an Integrated Lobe Encoding (ILE), and SpecN-
eRF [MAT*24] Gaussian directional encodings. These optimiza-

tion methods have been combined with Signed Distance Functions
(SDF) in Factored-NeuS [FSV*23] and NeRO [LWL*23] to pro-
vide a more robust geometry estimation. Recently, NeP [WHZL.24]
uses a neural plenoptic function to model incoming light. Unlike
others who adopted analytical BRDFs, NeRFactor [ZSD*21] uses
a data-driven approach by first learning priors on real-world BRDFs
from the MERL dataset [MPBMO3]. Instead, ENVIDR [LCL*23]
learns this prior on a synthetic dataset. NVDiffrec/-MC [MHS*22,
HHM?22] optimize the mesh and its materials as SVBRDF maps.

Closest to our approach in terms of scene optimization, Ten-
solIR [JLX*23] adopts a tensor representation and factorizes a light
component to learn under multiple illumination. They use strati-
fied sampling and SGs to model direct light, while we adopt a
neural representation. NeRO [LWL*23] has the same illumination
approach but uses a two-stage approach which is computationally
expensive. Instead, we use an approximation of the rendering equa-
tion to pre-compute part of the integral.

Material and neural transforms. While the problem of BRDF
transform in a multi-view setting has not been explored, to the
best of our knowledge, we present relevant research on this topic.
In tvBRDF [SSR*07], the authors propose analytical models for
transforms such as dust, watercolors, oils, and sprays, on non-
spatially varying materials. Another line of research looks at trans-
lating a NeRF reconstruction based on an exemplar-style im-
age. This includes StyleNeRF [LZC*23], LAENeRF [RSKS24],
or iNeRF2NeRF [HTE*23] which is prompt-based. Also related
is the task of performing material transfers such as in NeRF-
analogies [FLNP*24]. In Climate-NeRF [LLF*23], global effects
are injected into the scene but do not affect the object materials.

Inverse rendering datasets. Datasets with varying BRDFs were
introduced in [GTR*06] with time-varying effects. They record a
number of surfaces transformed by natural processes showing how
it affects the BRDF temporally and spatially. It is common that in-
verse rendering datasets offer captures under different illuminations
but the material remains unchanged: ReNe [TMS*23] proposes a
dataset of 20 real scenes captured under 40 point-light positions.
Objects-with-Lighting [UAS*24] introduces 8 objects under 3 en-
vironments with the corresponding High Dynamic Range (HDR)
environment maps.

3. Method
3.1. Problem setting

Consider the scenario shown in Fig. 2, where a scene is observed in
its original state sg, and a second time s; with its materials trans-
formed by an unknown effect 7', such that s; = T'(s¢). For example,
T could be the result of applying a coat of paint, some colored var-
nish, or having the scene soaked with water. Note that s; might have
been captured under a different illumination than sg. Our goal is to
model the material transformation happening between sy and s, in
such a way that we can transfer this effect to a new scene.

We model the scene with a BRDF field, more specifically, ev-
ery point of a scene s is characterized by material properties
B = (p,r) € R*, where p is the albedo (in RGB) and r the rough-
ness. Our formulation assumes that the original scene s is affected
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Figure 2: Overview of our proposed method. Our method takes observations of the same scene with two different materials (Bo,B1) for so
and sy, respectively. We assume B to be a function of By. Our method learns a joint representation and a transform function F which maps
the material of the first to the second (left block). Given a new scene s, we learn its geometry and material and apply our learned transform
Sunction (right block) to produce the same effects observed in the source scenes (sq,s1).

by an unknown transformation which changes its material proper-
ties B but not its geometry, resulting in scene s; with material ;.
Our method aims to learn a function F which approximates the un-
known mapping T between the two materials By and B, in such a
way that F can be applied on new scenes as shown in Fig. 2 (right).

3.2. Preliminaries

Our optimization approach is based on TensoIR [JLX*23], itself
derived from TensoRF [CXG™22], to learn a neural radiance field of
the scene. For clarity, we follow their notation here. In this frame-
work, a radiance field is learned by jointly training both a density
tensor Gs and an appearance tensor G,. From the latter, surface nor-
mals 7 and material properties 3 can be estimated at every 3D point
x using lightweight MLPs, noted D, and accumulated along each
viewing rays using volume rendering. While the scene can be im-
aged under a single illumination condition, TensoIR also supports
multiple observations of the scene under different illuminations. In
this case, it further factorizes a light embedding to produce light-
dependent appearance features aq, where o indexes the lighting
conditions (modeled as an environment map). The estimated quan-
tities at every point x of the scene can therefore be written as:

n:Dn(ﬁq), B:DB(éa)7 Coc:Dc(a(x)7 (1)
where dg is the average appearance features across both light em-
beddings, and c is the pixel color (as in the original TensoRF for-
mulation). TensoIR learns a disentangled representation, allowing
the color of each point x to be estimated for a given view direc-
tion d either through volume rendering, represented as Crg(x,d), or
through physically-based rendering, also represented as Cppg (x,d)
— both of which are supervised by the reference images.

3.3. Learning material transforms

As discussed in sec. 3.1, we aim to learn F which maps the BRDF
parameters P of a scene s to its transformed appearance B for sy.
As illustrated in Fig. 2, we formulate the transfer with:

Ba = Booe = 0] + F (Bo)[ox = 1] )
where [e] is the Iverson bracket and F is a small MLP network
that is trained end-to-end together with the appearance and density

tensors. Here o is an indicator representing whether we are render-
ing the original scene (i.e. o0 = 0) or its transformed version (i.e.
o = 1). Using this formulation, we jointly train on so and s, and
learn a single neural representation for both scenes.

3.4. Light estimation

Limitation of TensoIR. We observe that the original
TensoIR framework struggles in reconstructing low-roughness
scenes (Fig. 3), which is crucial for representing glossy surfaces.
We also note that the low number of spherical gaussians used to
represent the environment results in the absence of high-frequency
content in the lighting. The use of stratified sampling and low-
frequency light representation comes at the cost of incorrect esti-
mation of objects with low roughness.

To alleviate this problem and allow learning a wider variety of ma-
terial transforms, we propose an improvement to the formulation
by borrowing ideas from NeRO [LWL*23]. We keep the volume
representation of TensolR as it is fast to optimize but avoid expen-
sive light sampling by following NeRO. That way, we benefit from
both methods and ensure fast optimization speeds.

Render Roughness

GT

TensoIR

Figure 3: TensolR on glossy surfaces. We observe that TensolR
overestimates roughness and smoothes the estimated illumination.

Formulation. Rendering the color of a point x from a viewing
direction d is given by

Crar(x,d) = /Q L(0,%) f(0,d)(0-n)do, 3)
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Illumination

£ reduce-grad Volume rendering
Figure 4: Light estimation. We adopt a neural light representa-
tion [LWL* 23] which models direct and indirect light sources sepa-
rately. On the indirect component, the two types of light sources are
blended using an occlusion mask obtained via secondary ray cast-
ing along reflected light direction t [JLX*23]. To avoid disrupting
the optimization of the geometry, we reduce the gradient intensity
along the directional inputs (on n and t). We note vy = 1 — vy, IDE
is an Integrated Directional Encoding [VHM™*22] while PE is a Po-
sitional Encoding [MST*20].

where Q is the integrating hemisphere, L the light intensity from
direction ® at x. Here, the BRDF f; is parameterized with material
properties § = (p,r). We adopt the micro-facet reflectance model
of [CT82]:

DFG
frlod) =L 4)

(w-n)(d-n)’
where D, F, and G are the normal distribution, Fresnel, and geomet-
ric attenuation terms. For brevity, we omit the parameters for these
three functions. We follow NeRO [LWL*23] and use the split-sum
approximation on the specular component [Kar13]. After integra-
tion, it becomes:

CpBR (x: d) = plair + Mspecgspec s )
where

Caier = / Lo,x)D(n, 1)do,  fspec = / L(®,x)D(t,r)do, (6)
Q Q
and

DFG
Mspec = | ———do. 7
spec o4 ( d- n) @)
Here, ¢ is the reflected direction w.r.t. surface normal n. Note that
Mpec can be precomputed as it does not depend on L. The integrals
Lgigr and Lspec (Which depend on L) are discussed next.

Light estimation. @~ We use the Integrated Directional Encod-
ing (IDE) of Ref-NeRF [VHM*22] to model the scene illumina-
tion. Similar to NeRO [LWL*23], we leverage two MLPs for ap-
proximating L, being gqi; for direct and gjngi, for indirect (e.g., in-
terreflections) light. To accommodate for a joint optimization set-
ting on two scenes, we feed latent embeddings to both light MLPs g
in order to account for possible changes in lighting. This is achieved
by channel-wise concatenating the corresponding embedding to the
IDE of the g inputs, depending on whether the original or trans-
formed scene is rendered. The illumination expressions are written

Figure 5: Synthetic dataset. Each column shows a difference scene
s k€ {i,...,viii}. The first row shows the original scene, each
subsequent row shows the scene after each synthetic transformation
Tj,je{l,...,4}.
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Figure 6: Real-world dataset. Different bust figurines were first
photographed with and without various colored coats (Beethoven,
David, Schubert, Chopin, Wagner, Bach) or glossy varnishes
(Mozart, Muse).

as:
Lgitr = gair (TDE(n, 1), €q.dir)
Lspec = Vi&dir (IDE(t7 r)7eoc,dir) 3
+(1 = vt)gindir (IDE(1,7), X, €qindir) -

For the specular term fspec, V¢ is the visibility term obtained by
ray tracing along ¢ in the density volume. A detail of the proposed
illumination components is shown in Fig. 4. Here, the latent em-
beddings e provide conditioning to the g networks in order to best
model scene-specific illuminations.

4. Experiments
4.1. Experimental methodology

Given the lack of available datasets suitable for studying BRDF
transfer, we build two datasets: one synthetic with custom Blender
shaders; and one real capturing figurines under varying material
conditions. Both datasets will be shared publicly. Given the com-
plexity of acquiring real-world ground truth decompositions, we
follow the usual practice [JLX*23] and report quantitative perfor-
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Figure 7: Capture and pre-processing of real data. From left to
right, we start by capturing still images for each variant of the
object sy (top) and sy (bottom). Then we apply COLMAP to re-
trieve the dense reconstruction of both sets. Using ICP, we align
both shapes to set all camera poses on the same reference basis.

mance on the synthetic dataset only. Qualitative results are shown
for both.

Synthetic dataset. We obtain eight freely available and open-
source 3D models compatible with the Blender PBR rendering
pipeline. Models are processed individually and rescaled so they
share a similar size. We design a simple set of shader transforms
T € {T\,..., T} in Blender to alter all materials in a given scene.
This allows us to control the global & (0: no change, 1: fully trans-
formed) of a scene and the type of transformation applied. Follow-
ing the dataset creation procedure of NeRFactor [ZSD*21], we ren-
der 100/20 training/test views for each scene. An overview of the
dataset is provided in Fig. 5, which shows all scenes and synthetic
transformations. Next, we briefly describe the different synthetic
transformations:

In ‘original’, the original PBR materials are used;
Ti: ¥ =0 and p’ has 30% the HSV value of p;
T»: ¥ =0and p' =0.5p+0.5pc4;

T3:r' =1 and p’ =0.2p+0.8psand:
Ty: ¥ = rand p’ has the opposite hue of p.

where pgang and preq are two RGB colors chosen arbitrarily. While
realistic transformation would require complex shaders, we high-
light that our choice of transformations is motivated by visual ap-
proximation of real-world transformations, being: wetness (77),
fresh painting (73), dustiness (73), painting (7).

Real-world dataset. We collected eight bust figurines (approxi-
mately 10 cm high, see Fig. 6) and photographed them all around
using a phone. We captured their appearance in two different con-
ditions: first in their original appearance, and once more after al-
tering their material condition, for example by applying various
colored coats or varnishes. Unlike synthetic data, capturing real-
world data results in unknown camera poses and two misaligned
sets of photographs since they cannot be taken from exactly the
same viewpoint. This can be prevented using a specially-designed
camera rig as in [TMS™*23], but comes at the cost and time of build-
ing and calibrating the apparatus. Instead, and as shown in Fig. 7,
we apply COLMAP [SF16,SZPF16] separately to the original and
transformed sets of images and then estimate the rigid transforma-
tion matrix between the two resulting point clouds with the itera-

tive closest point (ICP) algorithm. The resulting matrix is applied
to correct the camera poses from both sets into a unique reference
basis. Our optimization requires that we mask out the scene back-
grounds, to do so we employ the library rembg [Gat20] and manu-
ally correct the frames that are not masked properly.

Training. We train in mixed batches with pixel rays from both s
and s;. All components are optimized end-to-end. The optimization
of the target scene, on which we apply the learned transformation
is done without illumination embeddings eq. To apply the learned
transform function on a new scene, we simply plug-in our trained
MLP and compute F(), shown on the right in Fig. 2.

Network. To implement our approach described in sec. 3, we
adopt the same base architecture and optimization procedure as
TensoIR [JLX*23]. Vectors e are light embeddings of size 72 that
are used to encode scene information that is specific to each o as
both observations sy and s; might be captured under slightly dif-
ferent lighting conditions. As in TensoIR, we use secondary ray
marching to estimate the visibility mask vy, but instead of sampling
the radiance field, we leverage a dedicated gjnqir MLP to estimate
the irradiance for occluded directions. During the backward pass,
the reduce-grad function applies a 1072 weight on the gradient
in order to reduce its effect on directional inputs. The model used to
learn the transform function F is a small MLP with a single hidden
layer of dimension 256.

Baselines. To the best of our knowledge, there are no image-
based material transform learning methods. Therefore, we made
our best efforts to build strong baselines from existing techniques.

First, we note that TensoIR [JLX*23] can be adapted by replac-
ing the input of Dy from dg to ae for material-specific information.
This however poses two problems. First, aq is not interpretable
since it contains entangled information corresponding to the geom-
etry, material, and illumination; second, transferring this function to
anew scene would fail as the appearance features from both scenes
would belong to different embedding spaces.

We therefore choose a different approach to setup a fair base-
line. We first train on the original scene sy and the transformed
scene sy, separately. Then, we extract the geometry and BRDF
from both scenes by querying the volume. A MLP model is trained
to learn the mapping between the two sets of BRDF. Finally this
model is applied on a new scene s, such as to map its mate-
rial from 3 to F(B). We follow this for several methods: on the
vanilla TensolR itself [JLX*23] as well as on two recent inverse
rendering methods: NeRO [LWL*23] and Relightable 3D Gaus-
sians (RG3D) [GGL*23]. Since some baselines predict an addi-
tional metalness component while we do not, we set their values to
zero during optimization and novel view synthesis to avoid having
an unfair advantage.

4.2. Main results

Learning BRDF transfer. In Tab. 1 we present the BRDF trans-
fer results averaged over all synthetic scenes for each transforma-
tion 7', and the mean over all transformations. To assess the quality
of our decomposition and material transfer, we report Mean An-
gular Error (MAE) for normals (J) and PSNR (1), SSIM (1), and
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Normals* Albedo Render
MAE PSNR; SSIM; LPIPS; PSNR¢

NeRO 7.726 16.03 0.676 0.254 20.40
TensoIR 10.92 17.82 0.722 0.262 21.04

Transfer ~ Method

4 R3DG 11.41 11.57 0.610 0.223 26.12
ours 6.750 19.80 0.781 0.195 21.95

NeRO 7.726 16.54 0.693 0.242 21.47

A TensolR 10.92 16.66 0.688 0.251 20.02
R3DG 11.41 12.44 0.635 0.219 27.36

ours 6.750 18.62 0.770 0.199 22.44

NeRO 7.726 16.21 0.690 0.248 24.00

T TensoIR 10.92 16.90 0.697 0.293 23.72
R3DG 11.41 12.79 0.656 0.217 31.45

ours 6.750 19.81 0.787 0.197 29.76

NeRO 7.726 1543 0.662 0.263 22.60

T TensoIR 10.92 17.52 0.696 0.273 22.61
R3DG 11.41 13.26 0.668 0.217 29.12

ours 6.750 18.88 0.766 0.203 26.88

NeRO 7.726 16.05 0.680 0.252 22.12

mean TensoIR 10.92 17.23 0.701 0.270 21.85

R3DG 11.41 12.52 0.642 0.219 28.51
ours 6.750 19.28 0.776 0.199 25.26

* Normals are independent of the transformation learned.

Table 1: Novel view transfer evaluation. We evaluate the mate-
rial estimation on our synthetic dataset by measuring metrics after
transferring cross-scenes. Evaluation on the test set on novel view
synthesis. We highlight best and 2nd best.

original transformed

1999 P!
EXRXX

Figure 8: Transform interpolation. We linearly interpolate the
BRDF parameters between the original and target scene for vary-
ing values of o € [0,1].

Roughness  Albedo

LPIPS ({) for the estimated albedo. For completeness, we also re-
port PSNR (1) of the rendering for novel view synthesis. Results
in the table advocate that our method better estimates normals and
albedo, showcasing that it faithfully learns the transformation of
the BRDF function. Importantly, note that R3DG have higher fi-
delity renderings although this comes at the cost of inaccurate de-
composition (normals, albedo) which suggests entangled material
information in the scene lighting. Corresponding qualitative results
are shown in Fig. 14 and Fig. 15 for four scenes and three trans-
formations. The latter demonstrates the superiority of our method,
producing faithful renderings without compromising the scene de-
composition (normals, albedo, roughness). In Fig. 8 we further
show that our formulation allows interpolation between the orig-
inal (o0 = 0) and the learned transformed BRDF (o = 1), according
to eq. (2).

Additionally, we provide heatmaps of per-scene Albedo perfor-
mance in Fig. 9 for all transformation, offering a more fine-grained
analysis. Overall, heatmaps indicate that some scenes are easier to

NeR9 TensoIR R3l_?G Ours

o]

|

Albedo (PSNR) for T}

T 108 T L3 e 1131 L AR LT

Albedo (PSNR) for 75

Albedo (PSNR) for T3

e e

Figure 9: Performance of BRDF transfer per transformation. We
provide heatmaps of Albedo PSNR (1) for pairs of source (hori-
zontal) and target (vertical) scenes. The diagonal indicates per-
formance of the BRDF transformation when applied on the same
scene. Of note, some scenes are easily transformed (s", s¥), ar-
guably because of simpler appearance (cf. Fig. 5) while TensolR
seems to struggle to learn Tz on the s" scene. Despite great render-
ing capability (cf. Tab. 1), R3DG struggles to faithfully decompose
the scene, while our method consistently outperforms all baselines.

reference in‘ut outiut

reference

input output

Figure 10: Examples of prompt-driven translation. Instruct-
Pix2Pix [BHE23] applied on images (with background) with the
input prompt “make it more glossy”. Image translation methods
limit the consistency of the output in terms of geometry and ap-
pearance. It also assumes the transformation is known and can be
formulated as a prompt, which is not always the case.

transform, such as s and s*1 (cf. Fig. 5 for reference), whereas
learning from sV proved to be more complex — especially for Ten-
soIR with transformation 73. As shown in Tab. 1, R3DG struggles
to decompose the albedo correctly, while our method outperforms
all baselines in almost all instances.

Comparison to i2i translation methods.  Additionally, we pro-
vide in Fig. 10 some results with the prompt guided image-to-
image (i2i) translation method InstructPix2Pix [BHE23]. The re-
sult exhibits the limitation of such techniques which require a pri-
ori knowledge about the transformation and its formulation with
natural language. Also, the output is not geometrically consistent.
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4.3. Ablation study

We conduct our ablations on the synthetic dataset of sec. 4.2 be-
cause of the availability of ground truth material properties. As be-
fore, we report metrics on estimated albedo and novel view syn-
thesis. Here, we name our proposed method “full model”; “w/o
reduce-grad” allows the gradient to flow on the directional in-
puts of the illumination module without damping; “w/0 gdir, Sindir
removes the illumination MLPs and uses spherical gaussians and
stratified sampling to represent light sources (as in TensoIR); “w/o
joint optim.” corresponds to learning both scene representations
separately and fitting a MLP to learn F; “w/o transfer” acts as the
lower bound with metrics of the original scene sy computed against
the reference images of s .

Impact of design choices on the transfer capability. In Tab. 2,
we present an evaluation of the components on the ability to trans-
fer the learned transformation to other scenes. Using a neural light
representation improves the geometry estimation as well as the
overall quality of the predicted albedo. We note that learning on
both the original and transformed scenes benefits the transfer of F.

. Normals Albedo Render
Ablations
MAE; PSNR; SSIM; LPIPS, PSNR;
ours (full model) 6.750 19.80 0.781 0.195 21.95
L W/0 &dir, Gindir 9.060 18.51  0.784 0.187 21.04

L w/o joint optim. 11.14 17.75 0.714 0.264 20.50

Table 2: Transfer to other scenes. Evaluates the transform Ty, on
novel view synthesis after applying F on a new scene sy. The re-
sulting scene is evaluated against the reference images of sy, which
were rendered with the ground truth transform Tj.

Benefit of joint training.  Itis also interesting to study the impact
of each component when applying the learned BRDF transform to
the same scene (rather than a new scene as done previously). This
allows to evaluate the quality of the BRDF transform learned on the
source scene. Results from this experiment are presented in Tab. 3.
This shows the benefit of learning the transform function during op-
timization of the scene. We remark a slightly better MAE on “w/o
transfer” as the geometry is learned on the original scene which is
often easier to estimate compared to the transformed scene.

Normals Albedo Render
MAE, PSNR; SSIM; LPIPS; PSNR;
ours (full model) 7.164 21.40 0.805 0.187 30.51

Ablations

L /o ggirs indir 9338 2380 0851 0210  29.58
L wlojointoptim.  11.14 1943 0747 0242 2237
L, /o transfer 6750 1856 0769 0175 2112

Table 3: Transformation of the same scene. We measure the gain
related to optimizing jointly so and s| and ablate the different com-
ponents. In “w/o joint optim.” the two scenes are optimized sep-
arately, while the last experiment “w/o transfer” is by evaluating
straight from so with no transfer.

Effect of reduce-grad. When adopting integrated directional
encoding (IDE) for the illumination components, we notice that the
normals tend to degrade. Considering the shorter gradient path, it is

GT ours (full model) w/o reduce-grad TensoIR

Roughness

Normals

Figure 11: Illumination ablation. We show a detailed breakdown
of the scene s', we notice that when learning from two scenes with a
neural light representation, the diffuse light Ly tends to overfit to
the geometry of the scene which leads to color information leaking
from the albedo into the light. In contrast, reducing the gradient on
directional input n and t of g4 alleviates this effect resulting in a
uniform diffuse light.

much easier for the light MLP to bake albedo information at the ex-
pense of worsening surface normals and albedo. We can see this in
the “w/o reduce-grad” column of Fig. 11: the billboard (cf. red
zoom-in region) has high-frequency details baked into light while
it is supposed to be a perfectly flat surface. Damping the gradient
with the proposed reduce-grad operator prevents the normals
from overfitting to the light gradient signal and results in a more
uniform diffuse light estimation £;g.

Comparison to TensoIR. The illumination used in TensoIR
[JLX*23] revolves around stratified sampling which doesn’t allow
rendering low roughness surfaces. As such it is not capable of mod-
eling reflective objects since all directions have the same probabil-
ity of being sampled and there is no preference over the direction
of reflection 7. Spherical Gaussians do not allow for high-frequency
details in the optimized environment map. Finally, using IDE pro-
vides an edge in terms of computation cost: on average, a scene
optimization takes 2.3 hours, compared to 5.0 hours with TensolR.
We show in Fig. 12 a toy example with uniform glossy material
along with a histogram of roughness values for each column (top).
It shows that our model is able to capture higher frequency details
while not requiring expensive and less accurate stratified sampling.

Ablations of the transfer network. Further, we evaluated vari-
ations of our transfer network (sec. 3.3) for material mapping, in-
creasing its capacity and adding residual connections. Our findings
indicate that the network architecture has little effect on the perfor-
mance, as we recorded less than 1.9% difference in Normals MAE
and 1.6% in Albedo PSNR. This suggests that limited capacity is
sufficient for learning BRDF a transformation.
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GT ours (full model) TensoIR

Envmap Roughness

4 spec

Render

2.3h/optim, 16s/frame  5.0h/optim, 30s/frame

Figure 12: Comparison to TensolR, which models illumination
with spherical Gaussians and stratified sampling of the light di-
rections. This model corresponds to W/o ggir,&indir in our abla-
tions. Instead, our method uses a neural representation to model
pre-integrated illumination.

4.4. Real world transformations

In Fig. 13, we qualitatively demonstrate the applicability of our
method on our real-world figurines dataset. Compared to TensolR,
our decompositions are more accurate, particularly in terms of
roughness, which is oversaturated by TensolR (top two examples),
and albedo, which TensolR tends to darken (bottom two examples).
Altogether, this leads to our renderings being more realistic than
TensolR and more closing resembling the reference images. While
we denote margin for improvement, we highlight that our method
achieves believable results despite data being captured in relatively
uncontrolled settings: handheld camera, possibly varying illumina-
tion conditions across captures, non-linear camera ISP, and errors
in camera pose estimation. This demonstrates our method’s effec-
tive robustness to these potential perturbations, showing that we
are able to learn a material transfer from one figurine and apply it
realistically to another.

5. Limitations & Conlusions

We now discuss limitations and avenues for extending our method.

Limitations.  Although the adopted pre-integrated neural light
model is fast to optimize, it does not allow relighting the scene,
as this would require retraining the model. Another limitation is
that our method cannot handle hard-cast shadows; these shadows
end up baked into the albedo, as is the case with all baselines. One
solution could be to explicitly incorporate an occlusion estimation.
Additionally, our transformation is only applicable to materials that
resemble those of the source scene. To expand the distribution do-
main of F, it would be beneficial to learn the transformation from
multiple scenes at once instead of just one.

Problem setting. The current task is very underconstrained, esti-
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Figure 13: Qualitative material transfers on real data. We first
learn the material transfer function from a figurine captured with
two different materials (sg and sy, left). The learned transformation
is then applied to a new figurine (target s, right), with the estimated
normals, albedo, and roughness shown. Finally, the rendered object
is compared to the reference photograph (far right). We provide
results for TensolR and our method.

mating intrinsic parameters from multi-view inputs is already chal-
lenging in and of itself; here we aim to learn a BRDF mapping end
to end from unaligned images. Not only the materials of so and
s1 need to be correctly optimized, but the target scene should also
be properly optimized since improper geometry estimation would
inevitably lead to estimation of imprecise material transforms. For
improved estimation of F, a direction is to enforce a more con-
trolled environment such as providing the scene geometry or im-
posing a fixed illumination.

Extensions.  An appealing avenue would be to work on richer
material transformations. Currently, we assume the function to de-
pend on the BRDF parameters alone and is point-wise, so there is
no way to model spatially varying transformations. Furthermore,
the transformation is uniform, i.e. every point of the mesh with
identical B will result in a unique F(B). This is not always the
case, for example for wetness, surfaces pointing upwards might be
more affected than those pointing downwards. Introducing addi-
tional conditioning to the MLP modeling F or a spatially varying
o could model that. Another interesting extension is to consider
time-varying transformation such as in recent works by [NSO24].

In this paper, we have introduced a challenging task of mate-
rial transform estimation. Our proposed solution allows learning
from two observations of the same scene with a single jointly opti-
mized representation. The presented experiments demonstrate that
the learned transformation can be transferred to new scenes. We
hope this will motivate new research in this direction.
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Figure 14: Qualitative material transforms results. We show qualitative results when synthesizing novel views with the learned transform
Sfunction F. For each sub-figure, we show in the top row the observed transform on the source scenes (so,s1), with three possible transforma-
tions: T, Ty, and Tz column-wise. On the left, we show the optimization results of the target scene, and on the right, the transformed BRDF
below the corresponding three source transforms.
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Figure 15: Qualitative material transforms results. We show qualitative results when synthesizing novel views with the learned transform
Sfunction F. For each sub-figure, we show in the top row the observed transform on the source scenes (so,s1), with three possible transforma-
tions: T, Ty, and Tz column-wise. On the left, we show the optimization results of the target scene, and on the right, the transformed BRDF
below the corresponding three source transforms.
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